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STATE OF DEEP LEARNING
§ Since 2012, deep learning models have become 

successful in many areas
– Including computer vision (object recognition, 

face recognition, and scene understanding)

– Speech recognition
– Natural language processing
– Perhaps the most significant breakthrough in 

recent years in science is AlphaFold

– Perhaps the most impactful AI model now is 
ChatGPT 

– Nobel prizes in Chemistry and Physics in 2024 
were awarded to people working on AI models
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AI MODELS FOR OFFENSIVE COMPUTER SECURITY

§ Not surprising, AI models are being used for cyber security and some are effective

“LLM Agents can Autonomously Exploit One-day Vulnerabilities” by Richard Fang, Rohan Bindu, Akul Gupta, Daniel Kang, 2024.
“PentestAgent: Incorporating LLM Agents to Automated Penetration Testing” by Xiangmin Shen, et al., 2024.
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CLIP AND OTHER MULTIMODAL MODELS

§ Since transformers map 
inputs to a vector space, 
the same vector space can 
be shared among different 
modalities 
– A large-scale vision-text 

model is the CLIP model 
from openAI

Image source: https://openai.com/research/clip
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ZERO-SHOT IMAGE CLASSIFICATION USING THE CLIP MODEL

§ For example, on the 
Imagenette dataset, a subset 
of the ImageNet dataset, the 
CLIP model achieves 99.38% 
accuracy with no training 
required 
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ZERO-SHOT IMAGE CLASSIFICATION USING THE CLIP MODEL – CONT.

§ Indeed, if we look at the embedding vectors for the images within the same class 
vs. the ones from other classes, they are very different, suggesting the model 
works very reliably

Our main research question is 
whether the representations of AI 

models are semantically meaningful 
when they are analyzed from an 
offensive security perspective.
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OFFENSIVE AI MODEL SECURITY
§ As vulnerable programs can be very useful and deadly at the same time, the 

emerging capabilities of AI models can not be used to measure the vulnerabilities 
and exploits of AI models
– Think about the Linux and Android kernels with the dirty CoW vulnerabilities

– There are unique challenges when dealing with offensive AI model security
• We do not have a catalog of common weaknesses such as CWE

– Even worse, the neurons in most AI models are highly interconnected and 
it is practically impossible to localize and fix vulnerabilities

• We do not fully understand why AI models work well
– Studies are emerging very slowly but still for simplified ones only

• Fundamental cyber security principles are violated completely in AI models 

– Principles of separation of data and code and least privileges 

2025 CAE Community Symposium



10

OFFENSIVE AI MODEL SECURITY – CONT.

§ Prompt engineering and in-context learning are emerging and useful features for 
LLMs

– In such cases, how can we separate data and control?  
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OFFENSIVE AI MODEL SECURITY – CONT.

§ When using APIs for LLMs, there are different roles; the outputs can be assigned to 
different roles arbitrarily through texts2025 CAE Community Symposium
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OFFENSIVE PERSPECTIVE OF AI MODELS

§ Offensive security requires a complete 
understanding of the behavior of programs
– Secure programs should do what they 

need to do but no more
• Secure programming is very difficult 

though, if not impossible.
– Not just for typical inputs
– For the program on the right, what is the 

chance that one could launch a successful 
ret2lib attack randomly without 
understanding the underlying mechanism?
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HOW TO UNDERSTAND TRANSFORMER MODELS

§ We can analyze the 
properties of the 
embedding vectors

§ One can also try to 
understand different 
components
– The number of equations 

is pretty small

– The general technique is 
known as mechanical 
interpretability 

“A Mathematical Framework for Transformer Circuits”, 
https://transformer-circuits.pub/2021/framework/index.html
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OUR GENERAL APPROACH – CONT.

§ We focus on the representations produced by vision transformers

– A ViT model can be seen as a mapping from
– The first order approximation near x0 is given by

• We can then analyze the model using linear methods 
– We can quantify the sensitivity of the model along a given direction using 

the directional Lipschitz constant at x0 along ∆x0
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EQUIVALENCE STRUCTURES OF VISION TRANSFORMERS – CONT.

§ The figure captures the key properties and limitations of ViT models
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EQUIVALENCE STRUCTURES OF VISION TRANSFORMERS – CONT.

§ The figure captures the key properties and limitations of ViT models
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EXPERIMENTAL RESULTS – CONT.

§ We can generate many more interesting examples – cont.
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SYSTEMATIC EVALUATION

§ For each of the 13,394 images in the Imagenette dataset, we use the 
representation matching procedure to find one image for each of the other nine 
classes by matching the central representation of the class
– To ensure the central representation is a valid one, we first compute the 

representations for all the images and then find the representation center
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SYSTEMATIC EVALUATION

§ The ImageBind model gives 0% accuracy on the representation-matched examples

Girdhar, Rohit & El-Nouby, Alaa & Liu, Zhuang & Singh, Mannat & Alwala, Kalyan & Joulin, Armand & Misra, Ishan. 
(2023). ImageBind One Embedding Space to Bind Them All. 15180-15190. 10.1109/CVPR52729.2023.01457.
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ON THE ALIGNMENTS OF DIFFERENT MODALITIES 

§ As ViT models are used in 
vision-text and other multi-
modal models, the 
representation vulnerabilities of 
ViT models should affect other 
modalities
– We have experimented 

using ImageBind
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UNALIGNING EVERYTHING

§ Experimental results
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UNALIGNING EVERYTHING – CONT.

§ Experimental results – cont.

2025 CAE Community Symposium



33

UNALIGNING EVERYTHING – CONT.

§ We have tested using multiple datasets

– Matching texts in 1-, 2-, and 3-token toxic 
comment dataset

– On more text datasets using images 

2025 CAE Community Symposium



50

FUTURE WORK

§ Given the transformers are vulnerable to these attacks, the next logic step is to 
improve their robustness
– Through adversarial training
– Through architecture improvements and modifications

§ Our results show that there should be a fundamental limitation on the effectiveness of 
robustness training
– Therefore, LLMs would be vulnerable and remain to be vulnerable

• In controlled settings, they can be very useful

• However, in open settings, their vulnerabilities can be fatal
– Just like deploying a program with a buffer-overflow vulnerability on a server!
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FUTURE WORK – OFFENSIVE AI MODEL SECURITY

§ As many cyber security problems in programs originate from vulnerabilities, 
vulnerabilities in AI models are the root cause of existing and new security problems in 
AI models
– We have discussed a number of them in the early parts of this presentation

– Cataloguing vulnerabilities for AI models similar to CWEs (common weakness 
enumerations) is challenging
• In addition, the vulnerabilities in AI models are difficult to localize and isolate
• New and different techniques from those for offensive computer security need to 

be developed, evaluated, and improved.
– They would offer new and exciting opportunities as well
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EDUCATING OFFENSIVE AI MODEL SECURITY EXPERTS

§ In many ways, the situation for offensive AI model security is like the offensive computer 
security in 1990s and a key task is to educate much needed AI model security experts
– Challenges – The experts must understand AI models in depth 

• Much deeper than AI model developers, just as cyber security experts need to 
understand binaries and vulnerabilities much deeper than software developers

– Opportunities – The need is being recognized
– Viable Pipelines

• Students need to take a deep learning or AI course that focuses on the underlying 
fundamentals (not how to use them (including training and fine-tuning them)

• Then take specialized courses focusing on vulnerabilities and exploit of AI models
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SUMMARY

§ Transformers are the underlying neural network architecture that provides the best 
empirical performance on benchmark datasets in many domains
– The models in the GPT family are based on transformer models
– They create many new application opportunities

§ However, without understanding their fundamental vulnerabilities systematically, 
the consequences could be too big to bear
– Think about what we could happen if we would rely on vulnerable operating 

systems to build secure bank applications and control our infrastructures

– Offensive AI model security needs to be investigated systematically as we 
perform offensive computer security of computer systems and programs via 
penetration testing
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