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Enterprise Network vs TWE Network

Enterprise ys, Tactical
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Capabilities: . .
Identity Verification Network Wa rflgh ti ng E dge
Access Control High Availability Intermittent / Low Availability

Resource Protection

1
I
. . I N .
Policy & Orchestration H Infrastructure Denial Stealthy Reconnal.ss?nce
Monitoring & Analytics ! Inspection Mission S and Resupply Mission
Conti 0 . I & Disrupted
ontinuous Ops Public Interet I T o
riv: rpor I
Pl Sy | ; T N
1
I T 5 J'-i hE Physical
H : ; Hijack
\=/ :
= ' ey ™=
- - Computation : Batt DDIL P
cloud | batery *. Constraints _~~
. H N, A Network
© ’ I S ’ w
S ’ Partition
® i N 2 :
() —@ I Intermittence
I
S S I Ground Control Station
1
1

Edge-Cloud
=D ~
ZT Enterprise capabilities are not effective at the tactical warfighting edge due to operational impacts from denied,

disrupted, intermittent, and limited (DDIL) environments, including limited bandwidth, and other constrained resources.

3



. IN CYBERSECURITY
COMMUNITY

Exem

N

poco althy Mission Tasks Carried out by TWE devices in the Internet
and Resupply of Battlefield Things (IoBT) - Stakeholder Scenarios
Video data collection, transmission and processing for real-
time situational awareness, decision-making, and strategic
Mine-Aware intelligence (highly sensitive task)
Search and
Rescue Sensor data processing for surveillance on environmental
conditions, target movements, and potential threats, guiding
actions, and ensuring operational success
Asg'::ss,ffernt ChemiFaI, Biological, Ra.diqlogical, & Nuclear (CBRI\!) threat
and Recovery detection to safeguard civilians, prevent catastrophic incidents,
and execute effective response measures in hazardous situations
Tracking casualties, injuries, and medical help requirement
Infrastructure ensuring optimal resource allocation, and swiftly delivering life-
Inspection

saving care during missions (lower sensitive task)

Liu, Dongxin, et al. "lobt-os: Optimizing the sensing-to-decision loop for the internet of battlefield things." 2022 International Conference on Computer Communications and Networks (ICCCN). IEEE, 2022.
Stocchero, Jorgito Matiuzzi, et al. "Secure command and control for internet of battle things using novel network paradigms." IEEE Communications Magazine 61.5 (2022): 166-172.



DoD Seven Pillars of Zero Trust: Requirements
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Microsegmentation and~" Networldinfrastructure == “Never Trust, Always Verify”
Cyber Deception-based
Defense
User
Automation/Orchestration
Visibility & Analytics
Task-based

Access Control W

ZT Manager for Monitoring
/ & Intrusion Detection

Secure Containers/v Appllcatlons/Worhoad
on Devices with

Computer Vision NIST-Standard Encryption
Workloads




Problem Statement - Use Case
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Network-edge Connectivity and Computation Security in Drone Video
Analytics

- Drone operations in FANETS are inherently insecure but need to aid warfighters in scenes of interest
- Limited resources on UAVs brings additional constraints on any security scheme that can be applied to the

common protocols in the UAV systems
- Malicious communications, jams or spoofs in Ground Control Station (GCS) signals, or Denial of Service

(DoS) attacks or malware that corrupts containerized data collection/processing - all these disrupt the drones
operations (e.g., cause data integrity or loss of privacy issues)

Sepsorequipped Data at risk

GJ{;,;!I#;B‘}‘;M GPS spoofing, jamming, etc.

DISA\ ?‘ FEd S SN ==EE
% P 7 - POWDER
‘us NAVAL\ ?‘ o ¥\
ESEARC| g R ) i Data at risk 9 \

LABORATORY %2l Man in the middle attack

| Drone Computing | — | Cloud Computing |

Cyber attacks can target UAV flight networks, GCS communication, or containerized data processing tasks

C. Qu, F. Sorbelli, R. Singh, P. Calyam, S. Das, “Environmentally-Aware and Energy-Efficient Multi-Drone Coordination and Networking for Disaster Response”, IEEE Transactions on Network and Service Management (TNSM), 2023.



Low-Overhead ZT Architecture of Arculus
with Task-based Access Control at the TWE
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« Reference Architecture : i . .
o Towards implementation for automation of control policies
° /\dr]eres;to h“ST-ZT-an(jelé;uldeﬂnjeS Listerl__)l{e(")rd — ENEtecn:_ﬂ'[)ef€”1d
SP 800-207 and SP 800-201

TBAC Network Policy Manager

« Low Overhead features o :
olicy Decision Point I
o Sliding-scale ZT TBAC Authorization Engine poticies for mach drome
o Task-based Access Control }‘ el Mission Execution U1 § +
. . " Dashboard | Policy Enforcement Point |
o K3s Lightweight Kubernetes [~ Users > 3 -
o MAVLink protocol J. % T
« Threat agent handling using | » [ Falkure Success " |[ olicy Timekeeper |
predictive modeling | SR Y l J "‘""“""”""’
o RL-based drone guidance for safe SRR CancelMission | (SR | Policy Revocation Point |
mission recovery I I i )
. . Failed Authentication Policies
o Bayesian network-based risk | I 1 k l
quantification L J- . Security g Zero Trust E Zero Tru;‘t -g Context-
o FedML-based threat detection T Mewia || Fvent '%’ Balation 128 scale [ RH  uare or

y Arculus Zero Trust Manager

N -

ARCULUS



Risk Quantification-based Zero Trust Scale

for Tactical Edge Network Environments [*]
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TrustZone® 1 )
System Securlcy by ARM
Communication request Drone’s request
I with Drone’s metrics - metrics to assess risk
{ g‘ L Low High
Risk Risk
Source Drone .
Low-overhead ZT Scale 4 Risk score
Hardware Enforced Zt grlgde ar;d respecttive
. . policy enforcemen
Features: encryption, - based on risk, criticality Historical attack

enclaving and resource availability

I Mutual Auth with Secure Vaults
. Basic Mutual Authentication
I Higher Authentication Rate

_ Token-based Authentication

- Basic Lightweight Authentication

[*1S. Poduvu, S. Saghaian N. E., E. Ufuktepe, A. Esquivel Morel, P. Calyam, “Risk-based Zero Trust Scale for Tactical Edge Network Environments”, ACM Trustworthy Edge Computing Workshop, 2023.

Bayesian
Network
Model

Probabilistic risk
3 calculation based on
request metrics and
historical data

attempt data .



Classification of threats based on DDIL constraints
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Classifying the modeled threats based on the attack impact they cause on the Tactical
Warfighting Edge and mapping them onto the DDIL Quadrants can help better understand

their quantifiable impact.

DENIAL A DISRUPTION
O
° SSH Brute Force
Denial of Service (DoS) o
Physical Hijack
-« L 4 ' o
GPS Spoofing
Low Battery Capacity Network Partition
LIMITED INTERMITTENT
RESOURCES Y CONNECTIVITY

An attack like GPS Spoofing can have impact in multiple ways like disrupting the mission
execution as well as causing the drone to lose connectivity to the ground control station.



Task-based Access Control for DDIL Cases
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TBAC Just-in-Time Privilege Provisioning

preventing excessive privileges __- RoleA
// _RoleB..  RoleC \\\
- ~. ~ ~ \
/7 4 N >\
! 4 AN TR
Active Tasks /' 4 > W .
P 1 / X v  Operations
Role D i / \ i
Tasks = ? ||I| I\‘ 1 al
. . [\ ! 1
Operation Privileges \\\\\ \\\ g g Objects
to Object W\ N 14 .
Mapping NN > Ly Equlred
N T - DR -7 4 Privileges
Validation of Privileges Revoke
by Role Boundaries Privileges

+ TBAC on the other hand, considers the necessity of privileges based on tasks and the provision of these privileges are
validated by the trust boundary of RBAC configuration

+ Through TBAC configuration, network policies are assigned Just-in-Time (JIT) access, ensuring that communication
channels remain open only for the duration they are needed, mitigating the causes for excessive privileges

S. Poduvu, R. L. Neupane, A. E. Morel, R. Mitra, V. Anand, R. Chadha, P. Calyam, "Task-Based Access Control for Computation and Communication in the Tactical Warfighting Edge". IEEE Military Communications Conference (MILCOM) 2024.



Trust Boundaries in DDIL Environments
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Untrusted Areas

Trust Boundary 2

g

—4

Wﬁ

Trust boundary is an imaginary perimeter in a DDIL environment where a set of devices tasked to complete a
mission have been vetted, authenticated and provisioned. As devices move between trust boundary's role
hierarchies change. Tasks are determined within highly fluid trust boundaries (1 and 2)

Each trust boundary can implement

« Its own policy of device authentication

* Role hierarchy

« Policy for seeking support from Infrastructure

« Policies of data movement within the boundary, with another trusted boundary and untrusted region 11



Reinforcement Learning for Drone Guidance

e A novel Intelligent Drone Trajectory Management

':5 IN CYBERSECURITY

COMMUNITY

GCS

(IDTM) model to ensure optimal drone trajectory ot
planning in scenarios of lost network connectivity with
the GCS
e The drone may choose to: TR N Suneare
o Proceed to complete Mission Objective or, :.: L gy | ; R
o Divert to an emergency landing spot or, Return to the GCS " ¥, = /' 1 &
e |IDTM model uses a Reinforcement Learning with a E . "
focus on Q-learning to leverage state representations o
to adapt to uncertain conditions; uses:
o Drone’s position »
o Mission completion status - Ry \\ Pbstacle
o Drone proximity to Enemy Surveillance Zones . ,'l N \
o General drone direction ! R ,‘
o GCS/drone network status . a

-

Enemy

Surveillance

~

Radius

S
K

Predictive Model Technologies

(/(g)

Q

- -

-

~

£

’

Emergency
Landing
Spot

C. Bhamidipati, A. Maxwell, E. Pham, J. Zhang, Z. Murry, A. Morel, C. Qu, S. Srinivas, P. Calyam, “Q-Learning-Based Dynamic Drone Trajectory Planning in Uncertain

Environments”, IEEE International Conf. on Computing, Networking and Communications (ICNC), 2025.

A
\

1
4
’
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Bayesian network for Risk Quantification
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» Bayesian network for probabilistic risk scoring Pred'Ct';ffoT'::'s?gaﬁaltlﬁfgﬁ?omg'es

that assesses behavioral metrics Bayesian Network

Flight Path facket
. Transmission
Deviations
Rate

e Risk score, onboard battery, TWE resources, etc.
Signatures

Signal
Strength

o These values help generate ZT metric to define
appropriate security level
(A: Most stringent, E: Most lenient)

Risk

gy Historical Attack
Score -

. . . . Battery Zero Trust CPU and
e Risk score is computed by considering all . Metric )
possible combinations of states across the input .
signals e

o such as flight path deviation, packet
transmission rate, etc.

Highest Zero Trust Level Minimal Zero Trust Enforcement



RBAC vs. TBAC Performance Evaluation
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o Evaluation of TBAC's efficiency in
comparison with RBAC in preventing
provisioning of unnecessary privileges
under the same device and mission
circumstances.

N
»

.
N

g
o

=
oo

e We introduce Over-provisioned
Privilege Percentage (OPP) that
calculates the percentage of over- , | |

0 5 10 15 20 25 30

provisioned privileges (RBAC vs TBAC) Time (Hours)

Privilege Provision Ratio (PPR) of RBAC to TBAC over a
30-hour period with gradual addition of new drones.

=
o

Privilege Provision Ratio (PPR)
[
I

=
N

OPP = Zfio Prpac(t) — Z?go Prpac(t)

=5 x 100%
> i—o PrBac(t)
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Technology Stack $#¢

ARCULUS

- Integrated Architecture: Combines
frontend user interfaces, backend
processing, and edge nodes for seamless
data flow

« Lightweight Orchestration: Uses K3s for
efficient container management and
scalability

« Secure Data Handling: Implements
OpenZiti for authentication, Wazuh for
monitoring, and end-to-end encryption

- Edge and Centralized Systems: Real-
time data processing at edge nodes with
centralized logging and analytics

« APIs: Facilitates secure communication
and integration across components

ﬂrculus Frontend

1
|

1
1
0 1
User/device : h‘d@
management ! ®
1
1.2 “mpmircrarmn
. L !/ ORCHESTRATION
Data Visualization | 1 :
: : K3S
i
Mission L
Maat 1 | CONTINUOUS AUTH
g 'y O 0PenZITI
Other Admin 1 ' conTinuous
Controls : ! MONITORING
1
1

i BN BN

Arculus Backend

I
I
[
[
1\
I
I

Handle client data

Process data logic

Retrieve and
manage storage |

Implement security |

measures j

[ I
OpenZiti #h ‘: TJ Ll\;llavlink \v_% |\Wazuh
AP \/ API ./ API

' IN CYBERSECURITY
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N

DB Servers
~ OpenZiti Wazuh || Real-time || Mavlink
Data Logs || Network || pata
M y Data
Traffic

Y

Network Traffic

[ Edge Nodes =

K3S (( é )) [Sensor Data]

e
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Arculus Cloud/Hardware Testbed

Trusted Devices Management
and Policy Enforcement
Kubernetes Master Node

Control Plane

==

Controller
Manager

REST API Server

Scheduler

fxﬁ
¢ Y
AERPAW (4) OPENZITI

Research

Wireless

B

Centralized policy
management

)

Controller / Operator

- Kubernetes Worker Node - 1 ﬁ
POD-1 POD-2 POD-3
ik Docker -

\ | kubelet | | kube-proxy |
Kubernetes Worker Node -2
POD-1 POD-2 POD-3

) "7!‘7"
* Docker *k
| kubelet | [ kube-proxy |

wazuh.

POD-1 POD-2 POD-3
‘f Docker *
| kubelet | [ kube-proxy |

n
'
Kubernetes Worker Node -n ﬂ

M;ie/dw Authentication Monitoring &
Testing ~ Manager for  Visualization
TBAC

ET\NUAiR’

Threat

Intelligence

. IN CYBERSECURITY
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ARCULUS

Used for Simulation, Field Testing,
Hardware-based Experiments

Monitoring methodologies adapted
for programmable network services
deployment and their management,
including credentials/commands
used on edge devices (e.g., Raspberry

pi)

Enforcing low overhead security
controls by using TBAC, MAVLink, &
micro-segmentation using
Kubernetes (k3s)

Integrating Defense by Pretense
methodologies with distributed
honeypots that can report intrusion
attempts, verify legitimate or
misconfiguration actions

16



ARCULUS
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Starling 2 Max
(Drone)

Google Dev Board
(Companion
Computer)

Raspberry Pi 5
(Attacker)
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Communication
Layer

@

Internet

&

Satellite

Routers

/ Drones

+
— — SN e
>
(‘ e e Sl ot ‘)
% communication over

I \
E

Drone with a S drone wifi
Companion [N Relay Drone Attached
Device. N with a companion
&‘ N device
. Y
/O)oé e J
o
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IDTM: Safety First vs Mission First with Reward Tuning
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Episode: 100000 Episode: 100000
Reward: -0.00 Reward: -0.00

mergency
Landing
Spot

/
Mission Objective .

Emergency Completed Mission

Landing

spot

Mission First approach, where the drone decides to complete mission

Safety First approach, where the drone decides to land and then head for Emergency Landing Spot

safely abandoning the mission .



Evaluation of IDTM Model
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e  Mission Success Rate and Survivability under different battery levels and trust zone radii
e Higher reward ratios incentivize drone to prioritize mission success, potentially at the expense of

safety

Categorize mission outcomes into Safety, Success, Success but Died, Both Failed

Observation —

o Increasing battery capacity and trust zone radii enhances mission performance and survivability.
o Lower Configurations force trade offs between safety and mission sluccess

--e- Battery 50000 - Safety
-=- Battery 100000 - Safety
--a- Battery 500000 - Safety
—e—Battery 50000 - Success
—=- Battery 100000 - Success
—— Battery 500000 - Success

[y
D [e)) (0] o
o o o o
m
»

Percentage (%)

N
o

0 2 4 6 8 10
Reward Ratio

Impact of battery levels on drone success and safety.

Battery 50000 - Success but Died
Battery 100000 - Success but Died
Battery 500000 - Success but Died

e Battery 50000 - Both Failed

=- Battery 100000 - Both Failed

4 Battery 500000 - Both Failed

100

H (o)} (0]
o o o

Percentage (%)

N
o

--e-Radius 0 - Safety
-=-Radius 250 - Safety
—-4—-Radius 5000 - Safety
—e—Radius 0 - Success
-#-Radius 250 - Success
——Radius 5000 - Success

Reward Ratio
Impact of trust zone radii on drone success and safety.
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Initiates GPS
spoofing attack

COMMUNITY

Follow predefined
secure route

Hardware Experimentation
using Starlink 2 Max Drone
for GPS Spoofing Detection
and Mitigation via Drone
Path Adaptation

Starlink Drone N
. _ _ _ 5 Nextsecure [~ L. .
Contaur A SPeN x| L Drone mission scenario
ission ) i .
towards enemy base | 71 flow under GPS spoofing
after spoofing + Re-routed to ngxt
! 7 secure checkpoint ~ = = Secure Drone Path
b/ = = = Spoofed Path
= = = Re-route Path
send mission instructions "E ) “ Drone/GGS Comm.
to the supply drone " ;:;ney " Portal/GCS Comm.
. y ———  Spoof Attack Traffic
= ~ -
GPS spoofing
Arculus Controller initiated by attacker
[ Demonstrate GPS Spoofing Atiack | Stop Drone | /

[Scnding GPS spoofed location to move to different location 1.0m North, 0.0m East, -0.2m Down ]

Is_armed: True - 32
NED Position -> North: 0.21120545268058777 m, East: 0.22341348230838776 m, Down: -0.2027144879102707 m

Is_armed: True - 33

(found deviation - 0.21352971296795584m Detect deViation
Detected deviation in the drone path on drone path
Juming to Offboard Mode

Updating the Policies

Redirecting to the Next Secure Checkpoint
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TWE Attack Scenario: Drone under DDOS

"
(2] : ; : rone disconnected

Attacker bzl sy from GCS
device

e Shutdown all

Initiates the containers,
DoS attac and land
the drone

Companion/continued Companio
devic DoS device

E

Follow predefined

destination coordinates
attack

to the supply drone

Send mission instructions Drone/GCS Comm.

Portal/GCS Comm.
—— DoS Attack Traffic

N .. .
Sarige ] Sueoly/ 2w wor Securegte ﬂsﬁnaﬁm # Drone mission scenario
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flow under DDoS attack

SIEM agent monitoring

anomaly events for using S

mitigative measures to L
block attacker’s IP using f -
OpenZiti (2: visualization;
2: raw logs) =

High CPU utilization rate observed “

_ during DoS attack

A

Sudden spike in network traffic
when under DoS attack

[r——

High memory usage observed

during

msen cosnt

DoS attack

Different attack
incidents logged

dats.ip_packet_size: 5768 rule. firedtimes:

rule.id: 108156 location: traffic_metrics |decoder

trics': srcip=172.31.9.1 s1ze=576 tinestamp: Dec S, 2024 © 19:42:22.7

5. 2024 € 19:42:22.738  ynour typa: log agent.ip: 172.31.15.158 |agent.name:|1p-172-31-15-158 agent.1

30 _index: wazuh-alerts-4.x-2024.12.05
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Conclusion
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e Presented a novel low-overhead zero trust reference architecture to move defense strategies away
from static network perimeters, and focus on users, assets, and resources at the TWE

e Presented an Al-driven predictive model featuring Reinforcement learning-based Intelligent Drone
Trajectory Planning (IDTM) for safe mission recovery under adversarial threat related incidents

e Discussed software stack developed following the ZT reference architecture and hardware testbed
configuration for showcasing mission under normal operation and under attack scenarios

Future directions

e Automating ZT with seamless control - Design effective feedback based on dynamic ZT score
calculation as per battlefield situation, mission goals and device resource constraints

e Standardize the mission planning framework to make it adaptable to other critical mission types
with heterogeneous devices (x86, ARM) and develop user guides for training and operations
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Thanks for your attention!

Any questions?

Contact: Prof. Prasad Calyam (PI)
(calyamp®@ missouri.edu)

Department of Electrical Engineering and Computer Science,
University of Missouri-Columbia
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