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ho Are We?
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2Active Collaboration with CAE Institutions
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éb” Featured Cyber Security Courses

* Cyber NeM

* Host Computer S

* Information Securlty /77

» Security Attacks and Defenses Un
* Reverse Engineering and Program Analy5|s
« Trustworthy Machine Learning

All are offered inthe flexible mode (i.e., with an built-in onlln!é/m
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g‘éwallenges for Online Cyber Education
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Variety and Heterogeneity of Collaboratively editing,
Experiment Environmen ts commenting, and debugging Referencing

dCoss
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r Solutions

. Bundmg;ﬂ@s r|ty labs, when applicable, using
Google Colab.
o Executable Python C {177,77
o Rich Text (image, html, and Iatex{)/lj/

o Online Collaboration (sharing, Commentlr§mnﬁtlong)
S/U m
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olab.research.google.com/drive /1xRwVri_Y7q5boYGrqE4QO-RURBHBTBWYV#scrollTo=gleC-csaH4gs B v [ ) =
+ Code v opE— v @CokbA 2 £ ~
.
Commenting
v Anal etwork Packets

TeXt :q This lab is about using the scapy | E d network packets, writing a program to perform statistical analysis (using either your
8 egults

own algorithms or pandas ), and visua tplotlib or seaborn.
(]

N o B8 0o

¥ @ #install and import required libraries
Ipip install scapy

import urllib.request m 8
Code I:- import seaborn as sns
import matplotlib.pyplot as plt
import pandas as pd
from scapy.all import *
from scapy.layers.dns import DNS, DNSQR

~ Data download from URL

Y [2] #data is present in the below url as pcap file

- pdf_path = "https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-91/capture.botnet2.infected.1.pcap” ;p .
<> #pcap file is downloaded S/ !

def download file(download url, filename):
response = urllib.request.urlopen(download url)
= file = open(filename, 'wb')
file.write(response.read())
file.close()

+/ Connected to Python 3 Google Compute Engine backend ® X
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joacilitating Online Cyber Education

24
E o \3ed

Zero-Deployment Efforts — Synchronous and Asynchronous TEXtMm' and code are all
Everything is inside your Online Collaboration— in one place .
browser. Collaboratively developing and programming notebo® §/U

editing using Google's platform.
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Setting Up Cyber Security Labs in Colab

« Create amnew-notebook
+ |nstall required packages
« Write your demo/lab/project description and code samples/skeletons.

* You may want to download datasets‘autoratically from a public
repository instead of asking students to upload_them-manually.
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@JI‘ Colab-based In-Browser Labs

’ Networ@g:@ty

 Trustworthy Mac Ing
* Reverse Engineering an ﬁAnaIyss
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éﬁtwork Security

Packetgaﬂ@
Network Traffic A%?i;ﬁ%l Visualization
Traceroute Visualization Y

U/) / lc
Cryptography J/ S
]‘.151%3 /.U’??
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twork Traffic Analysis and Visualization

v Data Visualization

° #declaring empty lists/@ith the

timestamplList,srcAddressList,ds nnameli = ([] for i in range(4)) [ ]

#count plot for SrcID
ax = sns.countplot(x = 'SrcIP',data = df)
g = ax.set_xticklabels(ax.get xticklabels(),rotation = 90)

#traversing through each packet
for packet in networkpackets:

#check for DNS layer

if packet.haslayer(DNS): C 4000 4
dst = packet[IP].dst
src = packet[IP].src 3500 4
#check for query 3000 4
if packet[DNS].qd: 8
domainname = packet[DNS].qd.qgname 2300 1
#converting time from string to timestamp ﬁ 00

timestampList.append(time.strftime('%Y-%m-%d %H:%M:%S', time.localtime(packet.time)))
srcAddressList.append(src) 00

dstAddressList.append(dst)
domainnameList.append(domainname)

#converting the above lists to dictionary
dict = {'timestamp': timestampList, 'SrcIP': srcAddressList, 'dstIP': dstAddressList, 'name': domainnameList}

o- r
. [T - R S R S BT, ) o .
#dictionary to dataframe W Mmoo s omowmod N
: [T A T R L B L B @ =
df = pd.DataFrame(dict) IR R A B B ] 1
Ly T - - T - R - - B - -1
SEEEEEEEEEEEE- R
#dataframe to csv file a = o a [ a o~ a ~ a4 g o a
df.to_csv('pcap.csv',index=False) 3 i a3 g ) 9
SrclP
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éréustworthy Machine Learning

. e@B sed Adversarial Attacks and Defenses
Backdoor A nd Defenses

Adversary ReprogrQﬁ"y’?Z
Membershlp Inference Atta Q@]QFJQ nses
’77,00 S
) PyTorch Q¥ Keras /L/,77




jradient-Based Adversarial Attacks

Gradie d rsarial Attack
Adversarial attack — given a i ained classification model
fw(-), an adversarial attack is to craft perturbati

and to the
input to generate an adversarial example x’ 0, such that the

classification output
¥ = fw(x) # fiu(x"), el < e

Loss(x,y,w) is small

*

‘ Correct prediction (f,,(x))

Pooling Pooling  Pooling

PR R

True label (y)

Loader

DataLoader(

¢]7]s[o]0]al7]4] /]

(1) Load MNIST data directly from PyTorch

neural network structure

(2) Define the

Convolution Convolution Convolution I
; e g o ‘ Misclassification (f,, (x + 0))
Connected.
Input (x) Feature Maps - e
CNN model (7,,()) Loss(x,y,w)

should be large
‘ Regular classification path

’ Adversarial attack path Convert adversarial attack problem to an optimization

_problem to maximize Loss(x,y,w) to obtain the optimal x|

WRIGHT TE UNIVERSITY
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age,

input_grad)

(4) Define an FGSM attack

ut, inage_label)

(3) Train a convolutional neural network
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jﬁature Collision Attacks

<

Feature“Collisio or Attack Hidden Trigger Backdoor Attack

auto

airplane
frog

Using feature collision to generate poisoning samples with hidden trigger — select

an input x. with a base label (c — such as frog) and an input x, with a target label

(t — such as airplane), and then add the trojan trigger ¢ to the target sample
Xp=x+¢

After than, we can find a poisoning sample & by computing

£ =min|lf (x) = FEZ + Blix — xclIZ

#Poison
S50 100 200 400
09884001 0.982:001 0976002 0961002
0.55540.16 04241017 0270£016 0223:0.14
0605+0.16 04372015 0300013 02141014

irst row':lean data
roW: naive backdoor attack
i L rfn lgger backdoor

deer

- \ Sea
»” \
- \
\
‘\
3 ship A
»
frog ¥
- - :

Add perturbation to move frog from the base label towards the target labels:
features are close to the target images, but the label is still frog

WRIGHT E UNIVERSITY
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Base Target Target with Poisoning sample
trigger encoding trigger



[ ]

jﬁature Collision Attacks

se_instance, one_target instance, model, beta):

odel ready for the inference mode and it has already been hooked. S

[Glll co Trustworthy_Artincial_intel x (S

QO A &= hips

h google.com/drive /1xLc

def gz d
# It is worth
— + Code + Text

output target = modelio ce) °

fcl target = layer outputs Q
— - ax[idx,
o) ax[idx,
x = torch.rand_like(one base_instance, r ax[idx,
x = torch.nn.parameter.Parameter(x, requires_grad=Trui axlidx,
ax[idx,
1r = 0.01 O R
optimizer = torch.optim.Adam([x], lr=lr) plLt.shou()

epochs = 108

for 1 in range(epochs):
output_x = model(terch.clamp(x, @, 1))

optimizer.zere grad()
loss.backward()
optimizer.step()

x = torch.clamp(x, 8, 1).detach()
with torch.no_grad():
predict label = model(x)

predict_label = predict_label.reshape(-1, predict_label.shape[0])
_, predict_label = torch.max(predict_label, dim = 1)

return x, predict label.item()

E UNIVERSITY

L target
fcl x = layer outputs['fcl'] /
loss = torch.linalg.norm(fcl_x - fcl_target) + beta * torch.linalg.norm(x - one_base_instance)

.imshow (base_temp[idx].squeeze(), cmap="gray")
.set_title("base")

~axis("off")

. imshow (generated X[idx].squeeze(), cmap="gray")
_set_title("classified as %d" % (generated X labels[idx]))
.axis("off")

Ve have generated 359 qualified poisoned examples

classified as 5

;r




Reverse Engineering and Program Analysis

Decompiling
Binary Emulation | L
Taint Analysis

Symbolic Execution .l‘ ‘
Vulnerability Detection




gb;cess to Our In-Browser Lab Samples

FoIIowg;‘Vﬁ@:{ account — jzhang369
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https://github.com/jzhang369/cybersecuritylabs/tree/main
mailto:junjie.zhang@wright.edu
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